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Abstract

We investigate the Mukhanov-Sasaki equation in the context of inflationary cosmology.
In spatially flat gauge, this equation describes the dynamics of linear perturbations in
the inflaton field and it can be brought into the form of a time-dependent harmonic
oscillator equation. After quantising a single mode of this equation, ladder operators
are contructed and along with them the spectrum of the associated quantum mechanical
operator is constructed. From this, an expression for the ground and first excited state of
the eigenfunctions of the Lewis-Riesenfeld invariant, an invariant of the time-dependent
harmonic oscillator, is derived. To be able to write down this expression explicitly, it
is necessary to first find a solution for the Mukhanov-Sasaki equation and after that
use it to construct a solution for the Ermakov equation. The latter appears indirectly
in the explicit expression of the eigenstates of the Lewis-Riesenfeld invariant. For the
background universe a quasi-de Sitter spacetime, which is almost exponential expansion,
is considered.
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1 Introduction to modern cosmology

Mankind has always been curious. No matter which country or culture, human beings
have always been looking to the sky and wondered, what was out there and whether
this universe was eternal. Today we know that the universe is evolving and we can
measure these dynamics with a high degree of precision. Together with the evidence of
this dynamics comes the question of how everything started at the beginning and what
happened to make the universe look like it does nowadays. Cosmology tries to give an
answer to these questions.

In this field of physics models of the very early universe are built and improved based
on observations of the cosmos today. Einstein’s theory of general relativity delivers the
framework to formulate cosmological models. This theory is based on the fundamental
principle of diffeomorphism invariance, that is the covariance of all fundamental equa-
tions with respect to the choice (and change) of coordinates and therefore the invariance
of the action under diffecomorphisms. At the core of the theory of general relativity
are the Einstein equations, which connect matter in the universe with the geometry of
spacetime and give us, compared to Newton’s laws, a new interpretation for gravity:
Gravity is not a force generated by masses, but a result of energies and momenta of
particles changing the geometry of spacetime. In abstract index notation and in Planck
units Einstein’s equations read:

1
R, — 5 v R+Agu =8rGT,, (1)

with gravitational constant G, energy-momentum tensor 7}, that contains information
about the content of the universe, cosmological constant A, as well as metric tensor g,,,,
Ricci tensor R, and Ricci scalar R, which all encode information about the geometry
and curvature of spacetime. Finding the general solution to these equations is compli-
cated and, indeed, is impossible in full generality at least at the analytical level. Only
under certain conditions, like the assumption of specific symmetries, is it possible to
solve them. In cosmology, one tries to achieve this and derives physical properties about
the different epochs in the evolution of our universe from the Einstein equations.

A first simplification is provided by the cosmological principle, which postulates spatial
homogeneity and isotropy on sufficiently large scales. Homogeneity means that spatial
slices look the same at every point, so shifts in position do not change anything; isotropy
means that space looks the same in any direction, so rotations leave physical quanti-
ties invariant. An experimental indication that supports this principle is the cosmic
microwave background radiation (CMB), which one can measure across the sky with
nearly the same temperature of =~ 2.7 K. Deviations from this temperature are of the
order 107* to 1075 K (see e.g. [1]).

Considering the (possible) spatial curvature of the universe, there are three types of max-
imally symmetric spaces that can be constructed. The first one with positive curvature
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is isomorphic to the 3-sphere S3, the second one with negative curvature is isomorphic
to the 3-hyperboloid H? and the third one with zero curvature is isomorphic to a flat
Euclidean space E2. Requiring maximal spatial symmetry, it turns out that only one
degree of freedom for the metric tensor remains. This is the scale factor a(t) of the
spacelike hypersurfaces that gives information about the spatial size of the universe at
time t. These spacetimes with maximally symmetric spatial submanifolds are called
Friedmann-Lemaitre-Robertson-Walker (FLRW) universes and often used in cosmology.
For calculations, it is usually more convenient to work with conformal time 7 instead of
cosmological time ¢t. The former is related to cosmological time by

)= [ 2

Here, t; denotes initial time, so the time of the Big Bang. Investigating the universe right
after the Big Bang and modelling its content as a perfect fluid, there are several types of
matter that could have dominated in that epoch. For different prevailing matter types,
the dynamical equations, which are the so called Friedmann equations that one obtains
from the simplified Einstein equations that respect the cosmological symmetries, lead to
different solutions for the scale factor. An interesting type is the de Sitter universe which
is a dark energy dominated universe - this dark energy is a possible interpretation for
the cosmological constant A in the Einstein equations (1). The two Friedmann equations
involving a cosmological constant are given by:

1 da 2 8w k A
2 (@0) =500~ o+ 5 )

and L &2 4 A
@O = g e+ 3 + g (4)

with curvature parameter k, energy density p and pressure p of the matter under con-
sideration. Solving these equations for the scale factor a(t) leads to an exponential
expansion of the universe in the de Sitter case. Today we expect an epoch of exponen-
tial expansion right after the Big Bang (a reason for that is given in the next section),
so a de Sitter universe is a good candidate to describe the processes that took place
there. A particular mechanism there is considered to solve several existing problems in
cosmology.

One of these issues, the flatness problem, is the fact that today we measure a nearly flat
spatial universe even though the change of curvature since the Big Bang has always been
strictly positive according to the Friedmann equations, if the universe is dominated by
standard matter. This is matter with an equation of state parameter w > —%, where
w describes the relation between pressure p and density p of the considered matter by
p = wp. According to that definition, radiation or cosmic dust are standard matter while
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dark energy is not (for derivations see for instance [2]). To achieve such a situation with
a nearly flat universe today but a strictly increasing curvature since the Big Bang, an
extreme fine-tuning of the initial conditions of the universe would be necessary, which is
considered very unnatural in physics and therefore undesirable. A possible solution to
this and further problems (see introductory books on cosmology, for example [3]) is pro-
vided by the mechanism of inflation. This dynamically generates a period of accelerated
expansion in the very early universe. At a sufficiently long duration (measured in terms
of e-foldings of the scale factor) it is able to solve a series of problems in non-inflationary
cosmology.
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2 Theory prerequisites

In this chapter we introduce the basic theory needed to follow the developments of the
project. First we discuss inflation, perturbation theory and gauge invariance in the
cosmological framework. In this context we find the Mukhanov-Sasaki equation, which
is the equation of motion for each Fourier mode of the gauge invariant Mukhanov-Sasaki
variable. Further we show that this equation can be rewritten as the differential equation
of a harmonic oscillator with a certain time-dependent frequency. After deriving an
expression for this frequency for a de Sitter and quasi-de Sitter background, we introduce
the Lewis-Riesenfeld invariant, which is a dynamical invariant of the time-dependent
harmonic oscillator. Finally, we use a Bogoliubov transformation to map each mode of
the time-dependent Mukhanov-Sasaki equation to a time-independent one.

2.1 The Mukhanov-Sasaki equation
2.1.1 From inflation to the Mukhanov-Sasaki equation

The simplest possible choice for inflation is to introduce a real scalar field ¢ called infla-
ton. Requiring homogeneity, isotropy and assuming a minimal coupling of the inflaton
field to gravity with a potential energy density V' (¢) gives an action functional for the
inflaton, from which one can derive its equation of motion on an FLRW spacetime:
. 1Y%
+3H({t)p+ — =0 5
G+ 3HW+ 5 )
with the Hubble function 0
a(t
H(t) := ——~ . (6)

In this equation of motion appears a term proportional to (b which is a friction term often
called Hubble friction since it would be absent for a flat spacetime. Requiring inflation
to have lasted long enough in order to solve the issues mentioned above implies that
é is subdominant in the equation of motion, which constitutes the so-called slow-roll
approximation, leading to

. IV
H —
3H(t)o + 96 0 (7)
and also to
H(t) =~ const (8)

during inflation, which corresponds to approximately exponential expansion of the uni-
verse (see (6)). Therefore, the de Sitter solution is a suitable background solution during
inflation. We extend this background as a next step with perturbations. We introduce
such perturbations (for a general FLRW solution) to adopt the model of the universe to
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reality because not everything in the universe is distributed homogeneously and isotrop-
ically as is shown by our everyday experience. Even on larger scales there are deviations
from the cosmological principle, the CMB, ineed, shows fluctuations of the order 10~4
to 1075 K. As these are several orders of magnitude below the mean value, it is still
reasonable to treat the background as a FLRW universe and add small perturbations (up
to first order) which break the spatial symmetries. These perturbations are introduced
for the geometry of spacetime as well as for the matter degrees of freedom whose energy
density and pressure now is not exactly the same everywhere. Together with these per-
turbations comes the problem of choosing an appropriate coordinate system. While in
the FLRW spacetime there was a convenient one, namely the one of a comoving observer,
now in one coordinate system a certain quantity may appear free of perturbations, in
another it may not. Physical quantities must not depend on the choice of the coordinate
system, so we are only interested in quantities that are unaltered by coordinate trans-
formations. One of them is given by the Mukhanov-Sasaki variable v(n, &), for more
details we refer the rader to [4]. In spatially flat gauge, the gauge where one can treat
degrees of freedom in matter and geometry independently at the linear order to a good
approximation, the expression for the Mukhanov-Sasaki variable is

v(n, ) = a(n) 6¢(n, ) . (9)
In this gauge it describes the linear inflaton perturbation d¢(n, ) on spatially flat slices.
By expanding the inflaton action in terms of v(n, &) up to second order and performing
a Fourier transform, one can derive the equation of motion for each mode k of the
Fourier transformed Mukhanov-Sasaki variable. This equation of motion is called the
Mukhanov-Sasaki equation and it reads in conformal time without a specific gauge-fixing:

2 2,2
(;,72 + kak® — Z‘l(n)gnz(n)> vp(n) =0, (10)

with

22(n, &) = (11)

a’(n) ( 3¢>2
an
or expressed in cosmological time

a2 2
22(t, ) = HQ((tt)) <?;f> . (12)

In equation (11), H(n) denotes the Hubble function with respect to conformal time,

which is H(n) = ‘Zl((;)) corresponding to a(t)H(t), as o’ = Z—f] = %% = aa with a prime
denoting the derivative with respect to n and a dot denoting the derivative with respect
to t. In the last step we used the definition of the conformal time in (2). z(n,Z) (see

(11)) has an interesting form: It consists of a mixture of geometrical degrees of freedom
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(in a(n)) and matter degrees of freedom (in ¢) of the background, and does not depend
on the choice of time.
Introducing an explicitly time-dependent frequency

0%z

W) = kak® — 2_1(77)6772(77) (13)

into equation (10), this equation can be rewritten as:

0? 9
(1 +200) s =0. (19

which is exactly the differential equation of a harmonic oscillator with explicitly time-
dependent frequency for every mode k! Before we look for solutions to this equation,
first we want to explicitly calculate this Mukhanov-Sasaki frequency (13) for a de Sitter
and quasi-de Sitter background spacetime.

2.1.2 Explicit expression for a de Sitter and quasi-de Sitter background

Our main goal is to find the frequency w;(n) and thus to calculate % Considering

the slow-roll approximation, we can introduce a (first) slow-roll parameter
H(t)

€= VTR0 <1. (15)

This parameter measures the fractional change of H(t) per Hubble time and is much
smaller than one in order to make the possible changes in H (t) small such that inflation
lasts long enough. Using the two Friedmann equations together with the energy density
and pressure of the inflaton we can rewrite € as

A (dp\?
= = ) 16
R0 (dt) (16)
With the latter, we get for z(n)
2
2 a”(n)e
= ) 1
20 = 4] a7)
Starting with the first derivative of z(n) divided by z(n) expressed in cosmological time
2'(n) 1¢ La(t)é ( 1 >
= —— t)H(t ——— =a(t)Ht)(1+ = 1
=)+ 5= a0 + 55 < an@ (1457) . 09)

we can define a second slow-roll parameter measuring the fractional change of € per
Hubble time

T = H(ét)e <1. (19)
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The requirement that this parameter is much smaller than one is equal to the requirement
of slowly varying ¢ which makes it reasonable to consider € as almost constant. The
derivative with respect to cosmological time t of equation (18) yields

LE () ot

where we introduced a third and final slow-roll parameter according to

K= — <1 (21)

_ a(t)
€ = 1-— m 5 (22)
that is equivalent to
a(t) = a(t) H*(t) (1 —¢) . (23)

Inserting this into (20) we obtain

() (Sl (2 (2
=@ (2o T -G ) 2

Since we are interested in a first order equation (in fact, v(n, ) is a linearized gauge
invariant variable) it suffices to truncate (24) after all first order terms, which yields

~ (a(t)H(t))? (2 —e+ 27’) : (25)

From (22) and (15), which state that Vn we have ¢ < 1, so € — 1 ~ const, we get the
equation

at) _d/ 1 =¢— 1~ cons
Sy Corio) RUt (26)

from which we find by integration with respect to 7:

— Ggmag) =1 0

Expanding this for a(¢)H(t) in a Taylor series, where we only take terms up to first order
in €, yields:

a(t)H(t) ~ —717(1 te). (28)
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Substituting this into equation (25) and dropping all terms of higher than first order in
the slow-roll parameters, we obtain

2" (n) ~ % (VQ _ 1) (29)

with

T

This is equivalent to (25) if one drops all terms of order two in the slow-roll parameters
in 2. So the frequency on quasi-de Sitter reads finally:

w%(n) =k - % (1/2 — 1) . (31)

To obtain the frequency on de Sitter, we set all slow-roll parameters equal to zero and
find:
(32)
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2.2 The Lewis-Riesenfeld invariant and its connection to the
time-independent harmonic oscillator via a Bogoliubov transformation

As discussed before, the Mukhanov-Sasaki equation (14) has the same form as the equa-
tion of motion for an explicitly time-dependent harmonic oscillator with frequency wj(7)
for every mode k. In this section first we want to introduce the Lewis-Riesenfeld invari-
ant I r, which is a dynamical invariant of the time-dependent harmonic oscillator under
a certain condition. As far as the project in this work is considered, we will directly
discuss the quantised operator Iir corresponding to the classical invariant I;r. More
information on the quantisation can be found for example in [2], section 4. The explicit
expression of this invariant as in [5] and [2] is given by

Tuntn) = 2 (€ p— €n) 9 + 221 (33)
LR 2 &m)
Since I is an invariant it has to satisfy
deR 1 . ~ 8fLR
=—|I H =0 34
= (. )+ S (34)

for the Hamiltonian of a time-dependent harmonic oscillator

. o1
H(n) =5 + 5 (m) ¢ (35)
This carries over to a condition on £(n) that has to fulfill the non-linear differential
equation
d? 2 2 -3
(dng +tw (n)) () —wy €)™ =0. (36)

This equation is called the Ermakov equation, see for instance [6] for further information.
For a time-independent oscillator

wg §° (37)

1
+ —wj§” . (38)

From equation (34) then follows £2 = 1 in this case. Reinserting this back into the
Ermakov equation (36) yields

w?(n) = wg (39)



13 Eigenstates of the Lewis-Riesenfeld invariant for (quasi-)de Sitter universes

as a consistency check.

As the next step, we want to investigate the ground state and first excited state of the
spectrum of I z. Therefore, we introduce the following notation for the n-th eigenvalue
and -vector in the eigenvalue equation for I R:

To construct these states, first we introduce a transformation that maps each mode of
the time-dependent Mukhanov-Sasaki Hamiltonian into a time-independent one. This
transformation is a time-dependent Bogoliubov transformation, which is a unitary trans-
formation conserving the commutator algebra of that operators related to the harmonic
oscillator before and after the transformation, [a,a] = [a(n),a'(n)] = 1. Starting classi-
cally and defining the corresponding canonical transformation, in [2] the author develops
a quantised analogue via a generator, that represents a unitary Bogoliubov transforma-
tion. In this reference, different representations of this transformation are given as well
as a Baker-Campbell-Hausdorff decomposition for concrete applications. The transfor-
mation, denoted as I’ ¢ and that is explicitly time-dependent via £(n), is unitary for
& € R, that is

DiTe=T.Tl=1, (41)
acts on states |i) € ¢ in a Hilbert space ¢ by fg i) and on operators O € End(#¢)
by f‘z 0, f‘g. An explicit expression for f‘g is given by

De = cap[a(€) 6 — a(€) 4 + iul€) &3 (42)

with 64 = %&T&T, o_ = 6—1, &g :=ata+ é a(") are the ladder operators corresponding

to the time-independent harmonic oscillator, and a(§) and p(§) are two functions that
depend on &(n). For many applications it is convenient to rewrite the transformation into
a form consisting of a product of three exponentials, where each exponent is proportional
to one of the three sigma operators. This form can be obtained by a generalized Baker-
Campbell-Hausdorff decomposition. The standard formalism, eXtY = X eYe s [X’Y],
does not work in our case, because the conditions required to derive the standard for-
mula, [X,[X,Y]] =0 and [Y,[Y, X]] = 0, do not hold. In [2] an alternative path to the
BCH-decomposition is presented.

It turns out that this Bogoliubov transformation connects the eigenstates and ladder
operators of the time-independent harmonic oscillator (|n) and a(t)) to the ones of the
Lewis-Riesenfeld invariant (|\,,n) and a()(n)) in the following way:

0} n) = [An,m) (43)

and
a1 =al() . (44)
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This is justified by the application of the transformation on the n-th eigenstate of the
time-independent harmonic oscillator,

1 n
— ot
ny=—= (@) 10) . (45)
that is
« o1 noa A 1 n
Tin) = 1t Al 10y = ot —.
Filn) =1L = (a7) Tell10) = —= (a'm)" o) =t Do) - (46)

where we used the unitarity of the transformation several times in the second step for
of (A" P ptat At T ot At (At " . (4 "
L (af)" e =DlatDetlal e .. Tlaf T = (PlafDe)" = (') . (47)
The ladder operators associated with 17 are given by

wo

A 7’ A / A (j
a(n) = — — +— 48
(1) =[5 | (€mp—€na) + o (49
and A
At wo[_z e q}
a = + 49
(n) oh | 0D —Em)3) ) (49)
We find as expected
R L 1
Fun(n) = o (al () o) + 5 (50)
and
[a(n),a'(m)] =1, (51)
which holds for every 7. From these identities it is obvious that
R e 1 P e 1\«
Funtn) = o (@' (n) o) + 3 ) = o (Ll B T aTe+ ) = £ oo (a7 a4 5) | T
(52)

where we used the unitarity of the transformation. According to the definition, this is
IALR(TI) = fz I:I() fg . (53)

For the time-independent case, where we found £(n) = 1, a(&) = u(€) = 0, the Bogoli-
ubov transformation becomes the identity transformation and yields

Itr=Hy . (54)

Using this Bogoliubov transformation, we will derive an expression for the lowest two
eigenstates of I in the position representation in section 3.1.
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3 Eigenstates of the Lewis-Riesenfeld invariant for (quasi-)de
Sitter universes

In this section we present the core calculations and results of the project. We start
by computing the spectrum of the Lewis-Riesenfeld invariant in position representation.
As we use the Bogoliubov transformation from section 2 to perform this, our result
contains &(n) which is obtained by solving the Ermakov equation for a certain spacetime
background. We choose to work on a quasi-de Sitter spacetime. To construct this
solution of the Ermakov equation, first we need to solve the Mukhanov-Sasaki equation
for quasi-de Sitter. It turns out that the solution is related to Bessel functions. With
this solution, we find an expression for £(n). In the last part, we reinsert this into the
ground and first excited state eigenfunctions of the Lewis-Riesenfeld invariant, and plot
and analyse these states.

3.1 The spectrum of the Lewis-Riesenfeld invariant in position
representation

3.1.1 Ground state
Starting from the defining equation for the harmonic oscillator vacuum,
alo) =0, (55)

due to the linearity of the operator fz the following equation is valid:
ttalo)=0. (56)
Using the unitarity of fg, we can insert an identity in order to obtain

PLaTe L 10) = a(n) [ho,m) =0, (57)
which, in terms of positions and momenta, corresponds to

{i (p—¢€q) + q} |Ao,m) =0 . (58)
wo §

As a next step we use the position representation and get

(2 o] a0, o

where we defined the ground state in the position basis

Yol(g,n) = (glXo,m) - (60)
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Equation (59) is a first order differential equation for vy(q,n) which has the following

solution:

q2

polaon) = o el T3 (61)

with a normalisation constant C(n). This constant can be determined by requiring
conservation of probability for any time, that is

| dalvotamiP=1. (62
This yields upon integration
4 wo i0
C(n) = wh£2( ] e (63)

Without loss of generality, we can set the phase 6 to zero and get the ground state wave
function of the eigenstate of the Lewis-Riesenfeld invariant in position representation:

_ [ (en)e e | (5/ ) wisi (6/ 7))
vola:m) = {/Thez © The? © oS\ ohe? ) T e
(64)

In this expression, £ and £ encode the dynamics of the background spacetime under
consideration.

3.1.2 First excited state

Starting with (61), we now want to find the first excited state

ALm) = af [ Xo,m) - (65)

This calculation is straightforward, we start by plugging in the explicit form of the raising
operator which gives an expression for |A1,n):

\Mm%zki#@—€®+gpMm>~ (66)

Next, considering again the position representation we get:

= o = {355 [ 152 < m

2
2ﬁ§ 2h§2)q _
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By definition of the ladder operators, this state is already properly normalised. This can
be checked also explicitly:

3
/ wo 4 [ _Lg 2 wo wo 4 7 [(hEZ)?2

So we found the first excited eigenstate of I.r in position representation:

4 ¥ /@ 2h& 2:22)(12

The higher excited states can be calculated analoguously by

1 A1 n
o) = = ()" 1ho.m) - (70)
In order to write down the full expression for the ground or first excited state in position
representation we need to find an explicit form of {(n). This function will be derived in
the next two sections for a quasi-de Sitter universe. For a de Sitter universe this was
already achieved in [2].
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3.2 General solution of the Mukhanov-Sasaki equation for quasi-de Sitter

Using the previously derived result (31) for the frequency of the time-dependent har-
monic oscillator Mukhanov-Sasaki equation (14) on quasi-de Sitter, the full equation

reads: v%(n) N (EQ B 7712 (Vg B l)) ve(n) =0, (71)

which is equivalent to:

- 1
77211;;’(?7) + <k2772 — <V2 — 4)) vr(n) =0 . (72)
Ask only appears quadratic in this equation and k2 = HkHQ we reduce the dependency

of vz(n) to a dependency on the absolute value of k, which we define as k := ||k||. The

results can be generalized to higher-dimensional wave vectors k straightforwardly. Our
next aim is to construct a general solution for this equation for every mode k. In order
to find these solutions, we try to cast the Mukhanov-Sasaki equation into the form of
a generalized Bessel differential equation. Therefore, we perform several steps, starting
with a substitution:

k() := v/mwr(n) - (73)

The first and second derivatives of vy (n) with respect to n then are:

o) = Fw( n) + () (74)
o) = ;ﬁwm + () + %mm . (75)

Plugging this into equation (72) and dividing by /5 (as we are only interested in the
inflationary period n € (—o0,0) and therefore n # 0), we get:

Pwi (n) + wi(n) + (k*° — %) wi(n) = 0 . (76)
Secondly, we introduce another substitution given by:
X =—kn (77)

and get
wn(m) = we (~3 ) = @0 (78)

dw, _ ddy _ dopdx __din,
dp dn  dx dp dx
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where the prime here denotes the derivative with respect to the argument. In the end,
the substituted equation now looks like the following:

Xy (x) + x@(x) + (x* — v*)bk(x) =0 . (80)

This is the generalized Bessel differential equation with ¥ € R. Solutions to this equation
are well-known, for more detailled information we refer the reader for example to [7],
[8] or [9]. We use two different complete solutions, firstly a linear combination of Bessel
functions J, and Neumann functions N,, and secondly a linear combination of Hankel
functions H, 51/ 2) of the first and second kind. We will work with both solutions individ-
ually, what gives us more flexibility when calculating asymptotics and also provides us
with a consistency check in the end. These two solutions are given by

W1 (x) = @1 Ju(x) + b1 Ny(x) (81)

Wi o(x) = a2 HEY (x) + b HP (x) (82)

and solve equation (80) due to its linearity. Using those, a solution for the Mukhanov-
Sasaki equation in (71) is then of the form:

vka(n) = C1y/7 (@17, (—kn) + b1 N (—kn)) (83)

and the second linearly independent solution reads:

ok (1) = Con/i (A H (—kn) + b HP (<)) (84)

where C and C5 are two up to now arbitrary normalisation constants. Each of the two
solutions forms a general solution for every individual mode k£ of the Mukhanov-Sasaki
equation (71) by itself.
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3.3 Constructing a solution to the Ermakov equation on quasi-de Sitter

As a next step, we want to construct a solution to the Ermakov equation on quasi-de
Sitter. Therefore, we will use the procedure outlined in [2], in appendix C. Starting with
two linearly independent solutions wug(n) and vg(n) that solve (71), a solution for the
Ermakov equation can be constructed as:

€x(n) =/ A ux(m)? + 2By, we(n)or(n) + Cr, vy (n)? (85)
along with the following condition on the involved constants:
AxCy = B, = B W2 (u(n), v () (86)
where the Wronskian determinant is defined as:

W (ur(n), v(n)) == ur(n)vi(n) — up(n)o(n) . (87)

In order to find a solution, first we have to investigate the Wronskian determinant of the
Bessel functions of different kinds that will appear in our derivation. This will be done
in the next section. Furthermore, we expect the Wronskian determinant of the complete
solutions to be constant, since we have

aw

gy (), (vk(m) = uk(n)vg (n) — vk (n)ug(n) = W'(u(n), ve(n)) , (83)

where ug(n) and vg(n) are both solutions of the Mukhanov-Sasaki equation (71), that is

Puiln) + (R = (2 = 1) ) n) =0 (59)

o) + (7 - (2= 7))t = 0. (90)

Multiplying the first equation with v}/(n) and subtracting from it the second one multi-
plied by u(n) yields an expression involving the previously derived Wronskian:

(12 = (2= 7)) Cwrlonen) = ontaufion) =0 (o1)

which is equivalent to

(1202 = (2 = 1) ) Wt o) = 0. 92)

This equation has to hold for any 7, therefore the derivative of the Wronskian determi-
nant has to vanish for any 7, showing that the Wronskian determinant itself is a constant
if its arguments obey a harmonic equation of motion.
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3.3.1 Wronskian determinant of Bessel, Neumann and Hankel functions

We want to evaluate

W(HN(2), HP (2)) = HP () BP (2) = BV () BP) (2) (93)

v

Considering the form of the generalized Bessel differential equation,

1 2
y"(2) + ;y’(z) + <1 - Zg) y(z) =0, (94)
this can be brought into a different form according to

y'(2) +p(2) ¥ (2) + a(2) y(2) =0, (95)

with appropriate choices for the rational functions p and ¢ and we assume that we
have two general solutions, y;(z) and y2(z). The Wronskian determinant of these two
solutions is given by:

W (y1(2), y2(2)) = y1(2) ¥3(2) — y2(2) %1(2) (96)
and its derivative with respect to z reads
W (y1(2),52(2)) = y1(2) y3 () — y2(2) ¥ (2) - (97)

Expressing the second derivatives with the help of equation (95), we find

W (y1(2), 92(2)) = y1(2) (=p(2) ¥2(2) — (2) 12(2)) + y2(2) (p(2) ¥1(2) + q(2) y1(2)) =
= —p(2) (11(2) ¥3(2) — 12(2) 1(2)) = —p(2) W(z) , (98)

where p(z) = 1 follows from (95). That gives the following differential equation for the
Wronskian determinant of the Hankel functions:

WD (=), B () = — WHD(:), HP(2)) (99)
The solution for this reads c
W(HMD (2), H (2)) = - (100)

with an arbitrary constant ¢ considering the fact that W’ (Hél)(z), H£2)(z)) is constant.
To determine this constant, we consider the case of very large z, where the Hankel
functions can be expressed in an asymptotic form as

lim H1/2)(z) = ,/3 etilz+a) (101)
Z—00 mZ
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with a := (V + %) 5. Evaluating the Wronskian determinant in this limit gives:

lim W(HW (z), H?(2)) = _ L2z + I

102
z-r00 22 7wz Twz? mz mz (102)

where we used the smoothness of H(1/2) on (0, 00) to switch the order of the limit and
the derivation, as well as the following equality:

1 ; 2 ;
: (1/2)r - +i(z+a) . +i(z+a)
ZlggoH (2) > e £ 04/ —e . (103)

Soc= —% and therefore it needs to hold that

4
W(H (), B (2) = - . (104)
T
Using the definition of the Hankel functions, ngl)(z) = Jy(z) + iN,(z) and Hy)(z) =
Ju(z) — iN,(z) respectively, we also find a final expression for W (N, (z), J,(z)):

W(HD (2), HP) (2)) =
= (Ju(2) +iNy(2))(J,(2) — N, (2)) = (Ju(2) — iNu(2))( ], (2) + iN,(2)) =
= 2i(J}(2)Nu(2) = Ju(2) N, (2)) = 2iW (Ny(2), J(2))  (105)
and thus we conclude: 5
W(Ny(2),Ju(2)) = —— . (106)

w4

3.3.2 Solution to the Ermakov equation using Hankel functions

In equation (84) we found a general solution of the Mukhanov-Sasaki equation in terms of
Hankel functions. Both summands of this solution fulfill the Mukhanov-Sasaki equation
individually. To construct a solution for the Ermakov equation, according to equation
(85) we need two linear independent solutions ux(n) and vg(n) of the Mukhanov-Sasaki
equation. We can find such solutions in the two summands in (84) by setting the

prefactors Co, @ and by unequal to zero. For convenience we set them equal to one and
define:

ug(n) = v/ HY (=kn) | (107)
vk(n) = Vi HP (<kn) . (108)
In order to determine the coefficients Ay, By and Cj in (85), first of all we require a
well-defined limit for n — —oo. We interpret this condition as an initial condition, as

we want our solution to fulfill the equation also in this limit. This gives, using the
asymptotic formula of the Hankel functions for large |z| (that is the form in (101)):

o B (ko) B (—kor) — =

1
=, (109)
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T o

So, the sum under the square root in (85) becomes in this limit

A (HO (—km))” + Con (HP (=) (111)

and is only well-defined for the choice Ay, = C;, = 0. This gives

&(n) = V2B B (—kn) HP (k) | (112)

The value of By is fixed by the use of (86) and evaluation of (112) such that &(n) is
real. As the condition in (86) is only set on B,g, we are free to choose an arbitrary sign
for By. As we consider the interval n € (—oo,0) we choose By to be negative to get a

real & ():
k

By = — . (113)
(W (ur(n), vi(n))]
The Wronskian determinant yields with inserting uy(n) and vg(n):
W (ure(n), vi() = W (y/n HSD (=kn), /0 H? (—kn)) = (114)
4i 4
—k HY(—kn). HD(—kn)) = kn— = = 11
WD (—kn), H (—hm) = b = (115)
where we used
d d(—kn) d
—Hl(,l/Q) —kn) = — (1/2) —kn) =: —Hﬁl/Q)' X) k. 116
This gives
T
By = _Zk (117)
and therefore the final solution is:
7rk77 2)
H kn) H,” (—kn) . (118)
In the limit 7 — —oo, that is past infinity in conformal time, we get
lim_ &) =1, (119)

nN——00

which is consistent with our choices made in section 2.2.
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3.3.3 Solution to the Ermakov equation using Bessel and Neumann functions

The procedure here is analoguous to the one in the previous section. We start by defining
uk(n) := /1 Ny(=kn) , (120)

ve(n) = v/ Ju(=kn) - (121)
The asymptotic formulas are the real part (for J,(—kn)) and the imaginary part (for
N, (—kn)) of the first Hankel function (101), so this is proportional to a cosine for the
Bessel and a sine for the Neumann function. To get a well-defined past infinity limit for
£x(n), now By has to vanish and we need Ay = C}, to use Ay, sin?(x) + Ay cos?(z) = Ay.
Together with the relation (86) and the Wronskian determinant for Bessel and Neumann
functions in equation (106), we find

Ay =) = —gk . (122)
Therefore we get
6ln) = \/ TR0 (k) + N2(—hn) (123)
which also gives a consistent limit for past conformal time:
i &) =1 (124)

This is no surprise, as (123) is equivalent to (118) due to the fact that:
H(2) HP(2) = (Ju(2) +iN,(2))(Ju(2) — iN, (2)) = J,(2)* + Ny(2)* . (125)

3.3.4 Transition from the quasi-de Sitter to the de Sitter solution of the Ermakov
equation for vanishing slow roll parameters

In order to perform a consistency check, we want to see whether we can get the de Sitter
solution for the Ermakov equation from the previously found quasi-de Sitter solution in
the limit of vanishing slow roll parameters. The solution for de Sitter was derived in [2]
and was shown to be

1
&(n)=4/1+ . 126
() o (126)
The limit of vanishing slow roll parameters alters v, which was defined as
3 T
= - —. 127
V=g +e+ 5 (127)

For the de Sitter solution, this will become

y—» g . (128)
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Starting with the quasi-de Sitter solution (123), we now get the half-integer (of an odd
number) Bessel and Neumann functions. In general, they can be represented by (for
more details see e.g. [10]):

1 1 d" sin(kn)
—kn) = —=(=1)"(—2kn)"*" 12
1 /2 dr cos(kn)
N . 1(—kn) = (—1)* —kn) = (=)™ (k& "+1\[ .
ey () = (C1T (k) = (1) (k2 e S
(130)
In our case n = 1 and it therefore holds that:
2k kn) — sin(k
’ T (—kn)>
2 knsin(k k
Ny (k) = — 2 Ensi(bn) + costhn) (132)
’ i (=kn)2
where we used for the derivative in J 3 (—kn):
d sin(x) d sin(\/y) cos(\/y) — ﬁsin(\/ﬂ) _ xcos(x) — sin(x) (133)

dr? =z dy VY 2y 213

Reinserting this back into (123) gives the limiting case of £ (n) for a de Sitter background:

(kn)? (kn)?

— \/(k117)2 [1+ (kn)2][sin?(kn) + cos?(kn)] = \/1 + (];7)2 , (134)

() = \/ [=kncos(kn) +sin(kn)]? | [cos(kn) + knsin(kn)]? _

which is precisely the solution earlier obtained for de Sitter where analoguous conditions
on A, Br, Ci and W were imposed as well as the same choices were made regarding
the well-definedness of the limit n — —o0.
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3.4 Analysis of plots of the ground and first excited state eigenfunctions of
the Lewis-Riesenfeld invariant on de Sitter and quasi-de Sitter

In this section we will present and analyse plots of the ground and first excited state of
the eigenfunction of Iz on de Sitter and quasi-de Sitter spacetime respectively. For the
plots we chose units with A =wy =k = 1.

3.4.1 Ground state

First we discuss the ground state

;€ wo )2 w9 1 /
Yola,m) = #f —2 6(12"15 2h€2>q = 4 20 ezt {Cos <§q2> + isin <f 2)} :

The? The? 2he 2ne?
(135)
with
k
§=¢n) = \/ — TS (J3(—km) + N3(kn) (136)
and at
¢ = o (137)

We plotted the modulus square of the ground state in a three-dimensional plot depending
on conformal time n and position ¢ in Figure 1. The parameter space was chosen such
that the physically interesting region close to zero in conformal time and close to the
origin in position becomes apparent. The state has the shape of a Gaussian and is
centered around the origin in position. For positions further away from the origin it is
very close to zero (except for conformal times close to zero). Evolution in conformal
time, which goes from the Big Bang at n = —oo up to n = 0, leaves the Gaussian almost
unchanged except for n close to 0. In this section, the probability distribution spreads in
position and decreases at the center. To illustrate this behaviour we plotted snapshots
of the distribution for conformal times close to 0 in Figure 2. The last parameter in the
formula for the ground state is v, which determines the order of the Bessel functions
and also the deviation of the background spacetime from a de Sitter spacetime, which
is characterised by v = 1.5. Due to the fact that we used approximations around a de
Sitter spacetime which gave us the quasi-de Sitter solutions, our formulae are accurate
only for values close to the de Sitter solution. Therefore we chose to discuss the quasi-de
Sitter cases where v = 1.45 and v = 1.55 and compare it to the de Sitter case. All
three cases have very similar behaviour. The main difference lies in the spreading of the
probability distribution. For v = 1.45 this spreading happens later (that is for conformal
times closer to zero), while for v = 1.55 the distribution spreads earlier than the de Sitter
distribution. This is evident from Figure 2. As the ground state (135) is normalised for
arbitrary but fixed n and v, the different spreading behaviour also implies a difference
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in the height of the maxima of the distributions. While the maximum for v = 1.45 is
above the de Sitter maximum for 7 close to zero, the one for v = 1.55 is below the de
Sitter one in that region. So, for a fixed conformal time, the probability distribution for
v = 1.45 has smaller variance and larger maximum than the distribution for de Sitter
while the one for v = 1.55 has larger variance and smaller maximum than de Sitter. For
conformal times 77 < 0 the probability distribution is (almost) the same for a quasi-de
Sitter and a de Sitter background spacetime.
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: 10 . 10
Conf. time 1 Position g Conf. time 1] Position gq
(a) Probability density for de Sitter (b) Probability density for quasi-de Sitter with
v =145

10 S
Conf. time n Position g

(c) Probability density for quasi-de Sitter with
v =1.55

Figure 1: Modulus square (probability density) of the ground state eigenfunction of I1r
depending on position ¢ and conformal time 7.
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Probability density for n = -0.9 Probability density for n = -0.5
0.4
A}
A\
0.3 0.21
0.2+
0.11
0.1
0 ‘ . ‘ 3 0 y
-5 0 5 10 0 10
Position g Position g
[—desitter ——q-ds,v=1.45 ---q-ds,v=1.55] —de Sitter ——g-dS,v=1.45 =-'—g-dS,v =155
Probability density for n = -0.1
o~
0.06- / A
0.04
0.02-
0 )
30
Position q
[— de sitter ——q-d$,v=1.45 —-—g-ds,v=1.55 |

Figure 2: Modulus square of the ground state eigenfunction of Iz depending on position
q for fixed conformal times 7. The line shapes indicate the background universe
(de Sitter or quasi-de Sitter)
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3.4.2 First excited state

As a second step, we want to discuss plots of the first excited state, which is given by

4/ /ﬂ 2hg’2h22)q2

with ¢ according to (136) and & according to (137). For the plots we chose the same
parameters as we did for the ground state in section 3.4.1. The three-dimensional plot
of the modulus square of ¥;(q,n) depending on conformal time 1 and position ¢ is
visualised in Figure 3. Here is apparent that this state has zero probability to be found
at the origin in position. At both sides of this origin there is one maximum. As |t/1(q,7)|?
only depends on ¢? this state is symmetric and thus the maxima have the same height.
The behaviour of the state’s probability distribution when evolving it in (conformal)
time is similar to how the ground state evolved. It remains (almost) constant for smaller
n and spreads in position for 7 close to zero. Due to its normalisation for arbitrary but
fixed n and v we find that the simultaneous decrease of the maxima comes along with a
spread of the distribution. This can also be realised in Figure 4, where the probability
density for fixed conformal times was plotted. To investigate the deviation of the state
from the one for a de Sitter background spacetime, we again considered the cases with
v = 1.45 and v = 1.55. This deviation has the same influence on the first excited state
as it has on the ground state: For v = 1.45 the spreading happens later and therefore
the maxima in this case are higher than the maxima for the de Sitter case. In contrary
to that, for v = 1.55 the distribution spreads earlier and thus has lower maxima than
the de Sitter distribution.
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: 10 ; 10 -
Conf. time n Position g Conf. time 1 Position g
(a) Probability density for de Sitter (b) Probability density for quasi-de Sitter with
v =145

. 10
Conf. time 1 Position g

(c) Probability density for quasi-de Sitter with
v =1.55

Figure 3: Modulus square (probability density) of the first excited state eigenfunction of
I r depending on position ¢ and conformal time 7.
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Probability density for n = -0.9 Probability density for n = -0.5
0.3 0.2
0.2
0.11
0.11
0 ; ! X . . 0 T Y T : \
_5 0 5 10 -5 0 5 10
Position g Position g
[—desitter ——qg-ds,v=1.45 - -q-ds,v=1.55] —de Sitter —=—g-dS,v =145 ='=-g-dS,v=155

Probability density for n = -0.1

0.047

0.021

Position ¢

[— de sitter ——q-ds,v=1.45 —-—q-ds,v=1.55 |

Figure 4: Modulus square of the first excited state eigenfunction of Iy p depending on
position ¢ for fixed conformal times 7. The line shapes indicate the background
universe (de Sitter or quasi-de Sitter)
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4 Summary and Outlook

We analysed the eigenstates of the Lewis-Riesenfeld invariant for a quasi-de Sitter uni-
verse in the position representation and compared our solutions to the ones for de Sitter
universes derived in [2]. By using the relation of the Lewis-Riesenfeld invariant to a
time-independent harmonic oscillator which was implemented by a Bogoliubov transfor-
mation, we found the general spectrum of this invariant and calculated it explicitly in
the position representation for the ground and first excited state. For the former, the
resulting state has an oscillating probability distribution damped by a Gaussian in the
position. For the latter, the probability distribution is modified by a prefactor containing
position and (conformal) time. Our solution involves &(n), which is the solution to the
Ermakov equation. To be able to provide a fully explicit representation of the eigen-
states, we had to find an expression for £(n). The used method to construct &(n) required
a solution of the Mukhanov-Sasaki equation for a specific universe. This equation turned
out to have the form of a generalized Bessel differential equation for a quasi-de Sitter
universe. We derived solutions for it in terms of all three kinds of Bessel functions and
showed their equivalence. These results are in accordance to the ones found in literature
for a de Sitter universe by performing the limit of vanishing slow-roll parameters. As a
next step we constructed £(n) and used it to get an explicit expression for the lowest two
eigenstates of the Lewis-Riesenfeld invariant in position representation. Graphical plots
of these two states were then analysed with the result that both modulus square are
almost constant in time except for conformal times close to zero, where they spread and
decrease in position. With our results it is now possible to construct the entire spectrum
of the invariant in position representation for a (quasi-) de Sitter universe, using the
introduced ladder operators for the invariant along with the Bogoliubov transformation
and the derived result for the Ermakov equation.

To continue the investigation of the perturbations and their influence on the inflaton,
one could derive an expression for the general n-th eigenstate of the Lewis-Riesenfeld
invariant I in the position representation, starting with equation (70). This expression
evaluated in the position representation has a similar form to the Hermite polynomials
used for the eigenstates of the time-independent harmonic oscillator in that representa-
tion. But as the terms involved here do contain complex parts, the resulting expression
differs from the Hermite polynomials by a sign factor, so the well-known Hermite poly-
nomials can not be used to find a closed expression for a generic excited state of the
Lewis-Riesenfeld invariant.

Referring to [2], another step would be to construct the general time evolution operator

A

U(ni,n) based on the Bogoliubov transformation. This was already achieved in [2]:

~ ~ n n ~ ~
e §2(7) K
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The problem here is the phase factor that includes an integral: The integration for de

Sitter with
1

E) =4 /1+ 2 (140)
and 7; = —oo yields: .
modi _ [.  arctan(ki)
Lm0 1y

For the lower boundary the first summand diverges. This divergence cannot be lifted by
the second summand or by the upper boundary, which lies in the interval n € (—oc0,0).
For quasi-de Sitter we found two equivalent solutions for £(n) where the one in terms of
Bessel and Neumann functions was of the form

wkn
£(n) = \/ T2 (JR(—kn) + NE(=n)) (142)
We derived those two solutions explicitly by requiring well-definedness of the limit for
conformal time to past infinity and by the relation for the Wronskian determinant (see
(86)). From these two conditions, we got as an outcome

lim &(n)=1. (143)

n——o0
Thus, the integrand in (139) does not vanish for 7; — —oco but yields 1 and therefore
a finite area greater than zero. So, also for a quasi-de Sitter spacetime the evolution
operator does not converge for a choice of n € (—o00,0). To find a reasonable expression

and be able to calculate time propagation within this formalism, one has to find a suitable
regularisation for the integral in (139).
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